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Abstract
Testing is a process used to identify the correctness, completeness and quality of developed computer software. Testing, apart from finding errors, is also used to test performance, safety, fault-tolerance or security. Testing is the most important quality assurance measure for software. Testing is time consuming and laborious process. Therefore, techniques to automatic test data generation would be useful to reduce the cost and time. Software testing is an important and valuable part of the software development life cycle. Due to time, cost and other circumstances, exhaustive testing is not feasible that’s why there is a need to automate the software testing process. Testing effectiveness can be achieved by the State Transition Testing (STT) which is commonly used in real time, embedded and web based type of software systems.

The objective of this paper is to present an algorithm by applying a Genetic Algorithm Technique, for generation of optimal and minimal test sequences for behaviour specification of software. Present paper approach generates test sequence in order to obtain the complete software coverage.
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I. Introduction
Testing is one of the most used software quality assessment methods. There are two important processes when testing object-oriented software are used. First, the software has to be initialized with a set of values. These values are used to set a number of variables that are relevant for the test case [3, 10]. The values of these variables define a single state from the possible set of states, the software can be determined. These values can either be a primitive value such as an integer or complex values such as an object. With the software testing initialized [9], its method takes one or more software specification, defines the output of the software and what is a valid input. Since the number of more objects as parameters, these objects also have to be initialized. To determine if the test case passed or fail, a software specification [8] has to be used. The number of possible states software may have is exponential [12], it is impossible to test all of them. Software testing [9, 12, 19], is one of the major and primary techniques for achieving high quality software. Software testing is done to detect presence of faults [6, 8], which cause software failure. However, software testing is a time consuming and expensive task.

II. Key Research Concepts
Our technique is based on the use of ‘Genetic Algorithm’ and ‘Mutation Analysis’. These two concepts are the main focus of this paper.

A. Genetic Algorithms
Genetic Algorithms (GA) [4-5, 14], are search algorithms based on the natural selection and genetic reproduction as described by Charles Darwin. They are used to find solutions to optimisation and search problems [12]. Genetic algorithms became popular when John Holland published the “Adaptation in Natural and Artificial Systems”, in 1975 and De Jong finished an analysis of the behaviour of a class of genetic adaptive systems in the same year.

The basic idea of a GA is to encode the values of the parameters of an optimisation problem in a chromosome [13, 22] which is evaluated by an objective function. GAs have been successfully applied to a wide range of applications, including Optimisation, scheduling, and design problems. GA has been applied in many Optimisation problems for generation test plants [10-11] for functionality testing, feasible test cases and in many other areas. GA has also been used in model based test case generation.

As shown in fig. 3, the algorithm starts by initializing or randomly generating a set of chromosomes (population). At the end of each generation, each chromosome is evaluated and modified according to a number of generation operations in order to produce a new population [1, 4]. This process repeats until a predefined number of generations are computed.

Using genetic algorithms in test data generation for software testing is the process of identifying [10], a set of program input data, which satisfies a given testing criterion [10-11]. In translating the concepts of genetic algorithms to the problem of test-data generation we perform the following tasks:

- First of all we consider the population to be a set of test data.

Fig. 1: GA Approach to Focused Software Usage Testing

Fig. 2: General Classification Framework for Testing Criteria

This paper is design as follows Section I, Introduction, Section II, Key Research Concepts, Section III, Discuss the Conclusions. Finally, Section IV, Future Work of the paper.
• Find the set of test data that represents the initial population. This set is randomly generated according to the format and type of data used by the program under test.
• Determining the fitness of each individual which is based on a fitness function that is problem-dependent.
• Select two individuals that will be mated to contribute to the next generation.
• Apply the crossover and mutation processes.

The above algorithm will iterate until the population has evolved to form a solution to the problem (satisfies a given testing criterion), or until a termination condition is satisfied.

**Fig. 3: Genetic Algorithm Flow Diagram**

**Basic Steps of a Typical Genetic Algorithm [5, 7]**

Procedure GA

- Initialize population;
- While termination condition not satisfied do
  - Evaluate current population;
  - Crossover;
  - Mutation;
  - Set current population equal to be the new child population;

These primary operations include:

(1). Selection or Reproduction

A selection scheme is applied to determine how individuals are chosen for mating method based on their fitness [13]. Fitness can be defined as a capability of an individual to survive and reproduce in an environment. Selection generates the new population from the old one, thus starting a new generation.

This operation assigns the reproduction probability to each individual based on the output of the fitness function. The individual based on the output of the fitness function. The individual with a higher ranking is given a greater probability for reproduction. As a result, the filter individuals are allowed a better survival chance from one generation to the next.

Some of the selection schemes include:

(a). Rank Schema

Selects the best individuals of the population every time.

(b). Roulette Wheel

Selects individuals according to their fitness values as compared to the population. The probability [20] of an individual being picked is:

\[
p_1 = \frac{\text{fitness}}{\sum_{i=0}^{\text{len(population)}} \text{fitness}_i}
\]

(c). Tournament Sampling

Uses the roulette wheel method to select two individuals. Then it picks the one with the higher fitness value.

(d). Uniform Sampling

Selects and individual randomly from the population.

(i). Stochastic Remainder Sampling

First computes the probability of each individual being selected, p1 and its expected representation, E = p1*len(population). The expected representation is used to create a new population of the same size. For example, if an individual has E equal to 1.7, it will fill one position in the new population and it has a probability of 0.7 to fill another position. After the new population is created, the uniform method is used to select the individuals for mating.

(ii). Deterministic Sampling

Computes E of each individual as in the stochastic remainder sampling [11]. A new population is created and filled with all individuals with E ≥ 1 and the remainder positions are filled by sorting the original population’s fractional parts of E and selecting the highest individuals on the list.

(2). Crossover or Recombination

Crossover is process where two or more chromosomes are combined to form one or more chromosomes. The idea behind crossover is that the offspring may be better than both parents. Crossover is normally done between two individuals, but more can be used.

There are many crossover algorithms [6]; some important algorithms are as described below:

• Uniform crossover will randomly select the parent where each gene should come from.
• Even odd crossover will select the genes with even index from parents A and the genes with odd index from parent B.
• One point crossover will randomly select a position on the chromosome and all the genes to the left come from parent A and the genes to the right come from parent B.
• Two points crossover will randomly select two positions and pick the genes from parent A which have a greater index than the smaller position and a smaller index than the biggest position. The remaining genes come from parent B.
• Partial match crossover will produce two children C1 and C2. It initializes C1 by copying the chromosome of the parents A and C2 by copying the chromosome of parent B. It will then randomly select a number of positions and swap the genes between C1 and C2 at those positions.
• Order crossover produces two children C1 and C2. It initializes by copying the genes of the parents to children and deleting n genes randomly selected from each offspring. It then selects and interval with size n slides the genes such that the interval is empty. It then selects the original genes in that interval from the opposite offspring [4].
• Cycle crossover produces two children C1 and C2. It initializes C1 and C2 by copying the chromosomes of the parents A and B respectively. Then it selects n random positions and replaces the genes from C1 with genes from parents B in those positions. The process is repeated for C2 with parent A.
This operation is used to produce the descendants that make up the next generation. This operation involves the following crossbreeding procedures:

- Randomly select two individuals as a couple from the parent generation.
- Randomly select a position of the genes, corresponding to this couple, as the crossover point. Thus, each gene is divided into two parts.
- Exchange the first parts of both genes corresponding to the couple. Add the two resulted individuals to the next generation.

The mutation operation is defined according to the structure of the chromosome. When the chromosome is stored in a tree, one possible mutation is to swap subtrees as shown in fig. 6.

1. **Purposes**
   - They are provided a basis on which to decide whether something should be mutated.
   - They help in understanding and critiquing an existing set of mutation operators.

   ![Fig. 6: Examples of mutation algorithms](image)

   The main characteristics of GAs [2], are listed below:
   - Concentrates on chromosomes with above average fitness.
   - Exploits information about a large number of values while processing a small population.
   - Prevents search from stagnating at a local optimum.
   - They take advantage of old knowledge held in a population of solutions to generate new solutions with improved performance.

### III. Conclusion

This paper introduces a genetic algorithm approach to software usage testing that is used to explore the space of input data and identify and focus on regions that cause failure. Analysis of the examples in this paper demonstrates that genetic algorithms can be used as a tool to help a software tester search, locate, and isolate failures in a software system testing. The use of genetic algorithms supports automated testing and helps to identify those failures that are most severe and likely to occur for the user.

### IV. Future Work

Despite of the big improvement achieved by evolutionary testing [2], there are many improvements that should increase this improvement even further. Some possible improvements [6] and research directions are presented below:

#### A. Efficiency

The efficiency of the algorithm can be improved by combining the genetic algorithm and Auto test into a single system. At the moment, every time Auto test is invoked from the genetic algorithm, it has to load and parse the class under test.

#### B. Reusing Strategies

The strategies evolved by the genetic algorithm may be reused when evolving a new strategy [7] for a new class.

#### C. Static Analysis

This system uses a vary naive static analysis technique; a more advanced technique may be able to improve the adaptation of the evolutionary strategy.
D. Code Metrics
At the moment the information about the complexity of the methods being tested is not taken into account. When initializing the testing strategies, code metrics [22] could be used to have a smarter initialization.

E. Evolution of Strategies
By evolving a testing strategy for a longer time may increase the number of faults found, specially for classes [5, 9] with a low number of faults. There are other problems as flag and enumeration variables and unstructured control flow. Additional researches are required to overcome these problems.

One of the major difficulties [10, 13] in software testing is the automatic generation of test data that satisfy a given adequacy criterion. To solve this difficult problem there were a lot of research works, which have been done in the past. Perhaps the most commonly encountered are random test-data generation, symbolic (or path-oriented) test-data generation based on genetic algorithm [12, 14].
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