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Abstract

Text Mining is to process unstructured (textual) information, extract meaningful numeric indices from the text, and, thus, make the information contained in the text accessible to the various data mining (statistical and machine learning) algorithms. Information can be extracted to derive summaries for the words contained in the documents. Document clustering is a fundamental task of text mining, by which efficient organization, navigation, summarization, and retrieval of documents can be achieved. The clustering of documents presents difficult challenges due to the sparsity and the high dimensionality of text data, and to the complex semantics. K-means and PAM (partitioning around mediods) algorithms of text clustering and semantic-based vector space model, a semantic based PAM text clustering model is proposed to solve the problem on high-dimensional and sparse characteristics of text data set. The model reduces the semantic loss of the text data and improves the quality of text clustering. We propose a novel adaptive kernel K-means clustering algorithm and PAM (Partition Around Mediods) algorithm to combine textual content and citation information for clustering.

In this text mining process using semantics the comparison between K-Means and PAM is done. The time and space complexities of these two algorithms are compared and presented as bar charts and line charts using graphs.
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I. Introduction

Text Mining is a flourishing new field that attempts to draw meaningful information from language text. In other words it is the process of analyzing text that is useful for particular purposes [1]. Clustering is a traditional data mining technique that attempts to organize un-clustered text documents into groups or clusters of text document in such a way that the clusters exhibit high intra cluster similarity and low inter cluster similarity. In general, text clustering methods try to separate the documents into groups in which each group represents a topic that is different from the other groups [12]. Decision trees [3], clustering based on data summarization [4], rule-based systems [5], statistical analysis [6], neural nets [7] are some of the methods that are used for text clustering. The most important aspect in text mining is that the output of the clustering algorithm depends on the features that have been selected [8]. Furthermore, the result of the clustering algorithm is based on the weights of the selected features. The Vector Space Model [9-10] is widely used document clustering method and represents data for text classification and clustering. The terms in the document is represented as a feature vector. The terms can be words or phrases. Each feature vector is assigned a term weight based on the term frequency of the terms in the documents. Similarity measures that rely on the feature vector is used to find the similarity between the documents (Cosine measures and the Jaccard measure). Generally in text mining techniques, we compute the term frequency of the terms in the document to find the importance of the term in the document. On the other hand, two terms can have the same term frequency in their documents, yet the meaning contributed by one term is more suitable to the meaning of the sentence than the meaning contributed by the other term. Hence, in the proposed model, the semantic structure of each term is captured rather than the frequency of the term within the document only. In this model, the concepts are analyzed on the sentence, document and corpus level. A concept-based similarity is used to determine the similarity among the documents and is based on the outcomes of the concept analysis on the sentence, document and corpus levels. Each sentence in a document is labeled by a semantic role labeler. This labeler determines the terms that contribute to the semantics of the sentence. Any term that has a semantic role in a sentence is called a concept. These concepts can be words or phrases and are dependent on the semantics of the sentence.

With the exponential growth of online document content, data mining techniques for document clustering and classification have craved importance. Most traditional approaches performing document clustering do not consider the semantic relationship between the words. Thus if two documents talking about the same topic do that using different words (which may be synonyms), these algorithms cannot find the similarity between them and may cluster them into two different clusters. A simple solution to this problem is to use a knowledge base to enhance the document representation. Topic detection is a problem very closely related to that of document clustering. Intuitively, the goal here is to determine the set of all topics that are contained in a document. A document is a set of keywords. A topic is not necessarily the same as a keyword, but can be defined by a set of related keywords. The problem of topic detection therefore reduces to finding sets of related keywords in a document collection. Sets of such topics represent a cluster.

The rest of the paper is organized as follows: Section II, talks about the Existing System work. Section III, Proposed work of the text clustering using PAM algorithm, Section IV, describes Experimental results. Finally, we conclude our paper and present the future work in Section V.

II. Existing System: The Implementation of K-Means Clustering Algorithm

In this section, we discuss about the Semantic based Text clustering and K-means algorithm.
A. Semantic Based Text Clustering

Conventional text representation models focus on whether a document contains specific keywords, or their appearance frequencies. For example, in the Vector Space Model (VSM) [9], documents are represented by vectors containing the frequency of all possible words (features) in a document set. Since many words rarely occur in a particular document, many of these features will have zero or low frequencies. Therefore, features are selected to represent documents according to their importance as dictated by criteria such as Document Frequency-Inverse Document Frequency, Information Gain, Mutual Information, a $2c$-test, and Term Strength [11]. Moreover, before applying feature selection, a common practice is to reprocess text by removing stop-words and applying word-stemming algorithms. Stop-words, such as the, and, and a, are believed to have no significance in capturing meaningful information. Word-stemming algorithms convert different word forms into a similar canonical form. Two popular stemming algorithms are used; the Porter stemmer [7], and using a lexicon dictionary lookup, such as Word Net [11].

![Fig. 2: The Vector Space Model](image)

Document clustering aims to automatically divide documents into groups based on similarities of their contents. Each group (or cluster) consists of documents that are similar between themselves (have high intra-cluster similarity) and dissimilar to documents of other groups (have low inter-cluster similarity). Clustering documents can be considered as an unsupervised task that attempts to classify documents by discovering underlying patterns, i.e., the learning process is unsupervised, which means that no need to define the correct output (i.e., the actual cluster into which the input should be mapped) for an input. Document clustering is used to disambiguate results of information retrieval systems, by displaying them into specific topics. Aside from visualization of search results, it is used for taxonomy design and similarity search. Topic taxonomy (e.g., Yahoo!, and Open Directory dmoz.org) are constructed manually, but this process can be assisted by clustering a large samples of documents. Clustering can also help speed up similarity search, where close-by documents are to be retrieved additionally; in [6] it is argued that sentence-based text clustering can be a key factor for performance improvement of automatic speech recognition systems. There are many clustering techniques in the literature, each adopting a certain strategy for detecting the grouping in the data, such as K-means algorithm [9], Expectation Maximization [2] and hierarchical clustering [4], and many others surveyed in [7]. They can be divided into three main categories; partitioning, geometric, and probabilistic [1]. The following subsections report some algorithmic approaches under their perspective categories.

![Fig. 3: K-Means Algorithm for Semantic Text Base Clustering](image)

The basic idea of K-means is: each cluster is represented by the average value of all objects of the cluster, and then each sample is assigned to the least distance cluster by calculating the Euclidean distance to each of the Centers, and recalculates the Center’s coordinate. Repeat the steps if the new Center set is different from the previous, then reassign, otherwise stop. K-means clustering algorithm is divided into three phases: In the first phase, text data is represented using semantic based vector space model, and the text similarity is calculated by the cosine similarity formula, that is,
and all other points are associated with their closest medoid. The most optimal clusters are identified through an iterative process where each medoid is compared to all non-medoid points and swapped when the overall configuration is better. The PAM algorithm can be divided into three steps:

Step 1: Build: choose optimal k medoids from T objects.

Step 2: Swap: The most intensive part of the algorithm. Calculate cost: new_distance – old_distance for each swap of one medoid with another object.

Step 3: Evaluation: if the cost is negative, accept the swap with the best cost and go to step 2; otherwise record the medoids and terminate the program. An initial analysis of the original PAM implementation shows possible drawbacks of its legacy design. The R's environment open architecture has allowed the community to extend the language and add many new packages, making it the de facto standard tool among statisticians. However, R was not designed as a high performance language and although very popular, it has slowly started to hit its limits. One of these is in-memory processing, where all the data to be processed in an R script must be loaded into memory. This is increasingly an issue since technology advances in measurement equipment and methodology, especially in the field of biological sciences has allowed scientists to gather data volumes that easily exceed the internal memory on modern workstations and PCs.

Algorithm: PAMC CWCD

begin
\* k = number of classes in D*
partition training data set D into k partitions (clusters) using PAM and find Med_i, i = 1...k
for each partition C_i, i = 1...k
  \* total objects in each partition*
  Compute t_i
  \* compute class distribution*
  for each class c_j = 1...n
    \* total number of objects in each partition C_i and for each class label c_j*
    compute s_{ij} = \text{probability that an object in partition C_i belongs to class label c_j}.
    \* compute p_{ij} = s_{ij} \div t_i
  end for,
end for;
set of Med and p_i form classifier model.
end.

Fig. 2: PAMC CWCD algorithm

Algorithm: PAMC classify

begin
for i = 1...k
  \* distance of unknown object from each medoid*
  compute d_i = d(O_i, Med_i)
end for
for each c_j = 1...n
  \* for each partition C_i : i = 1...k*
  compute sum = \sum p_{ij} \div d_i
end for
end for
\* track i for which sum is maximum*
compute max (sum)
\* return i* class label for which sum_i is maximum*
return c_i
end.

IV. Results

In order to implement these three algorithms on the basis of time complexity and space complexity.

Fig. 4: Read Text Data Set from the File

Read the text data sets from the folders given to the input to the algorithms for K-means and PAM.

Fig. 5: Parse the Text Mining and Find out Cluster Item distances of the Clustroids

Given to the data sets and cluster words to the algorithms and K-means and PAM algorithms calculate the distance of the clustroids.
It display the how any times runs the algorithms with the given input and each time algorithms take the time complexity and display the time for each algorithm and display the time.

<table>
<thead>
<tr>
<th>SNO</th>
<th>Algorithm</th>
<th>Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Semantic K Me...</td>
<td>11528</td>
</tr>
<tr>
<td>1</td>
<td>Partition Around...</td>
<td>18768</td>
</tr>
<tr>
<td>2</td>
<td>Semantic K Me...</td>
<td>11168</td>
</tr>
<tr>
<td>2</td>
<td>Partition Around...</td>
<td>12348</td>
</tr>
<tr>
<td>3</td>
<td>Semantic K Me...</td>
<td>11196</td>
</tr>
<tr>
<td>3</td>
<td>Partition Around...</td>
<td>24768</td>
</tr>
</tbody>
</table>

Fig. 6: Table for Display the Algorithms for Space Complexity

It display the how any times runs the algorithms with the given input and each time algorithms take the Space complexity and display the Space for each algorithm and display the Space.

Fig. 7: Bar Chart on basis on Time Complexity

Fig. 8: Line Chart on basis on Time Complexity

V. Conclusions

In this section we finally discuss about the semantic text clustering using the two algorithms Semantic K-Means and Portion around Algorithm (PAM). The time and space complexities of these two algorithms are compared and presented as bar charts and line charts using graphs. We have generated clusters and computed the results time complexity and space complexity in the presence of Text clustering for two algorithms. We have concluded K-Means algorithm takes less time and space compare to PAM.
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