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Abstract
Trust is an important concept that acts as the building block for successful interaction of any social network. Without trust, it will be difficult to achieve efficient and comfortable interactions among the users. For this reason, trust and reputation have been incorporated in many web services. Nowadays, many web services have become user centric with independent interoperability. This trend requires that interpersonal trust should be examined and maintained. The purpose of this paper is to present an agent based model based on the causal induction method to evaluate the interpersonal trust among the users. In this model, we will try to evaluate how much ‘A’ trust ‘B’ based on their past experience and information from other cliques. One important property of trust is that users prefer recommendations from their trusted cliques than recommendation from unknown source. Thus the closeness of the relationship also plays an important role in shaping the decision of users. To our best knowledge, this work is first to apply causal induction method in building a trust model of online social networks.
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I. Introduction
Many Large scale distributed systems, such as peer to peer networks, web services and e-commerce consists of a large number of agents. The proper functioning of these systems depends on the efficient and reliable interactions among the agents which in turn depend on the interpersonal trust among the agents. Without trust it will be impossible to facilitate efficient and easy interaction among the users. Moreover there are large numbers of agents and are heterogeneous; some agents are kind and will offer good and reliable services while some are bad and will try to harm other agents or provide bad services. The traditional measures such as cryptographic security, authentication and authorization methods cannot handle these kinds of systems where proper functioning of the system is dependent on the evaluation of interpersonal trust. In such kind of scenario, measures of trust and reputation is used to solve the problem by allowing agents to distinguish good from bad agents and thus encouraging the agents to be trustworthy.

II. Trust and Reputation
The concept of trust applies to many areas and each area has specific meaning based on the context where it is used. But the basic definition of trust remains the same and it can be defined as—

“A’ trust ‘B’, if ‘A’ takes up an action based on the assumption that B’s future action will lead to a satisfiable outcome”.

Thus, trust in the context of the agents can be defined as the confident expectations in the reliability, efficiency, or honesty in providing services by the agent. Reputation is what is generally said or believed about the agent by other agents. Agent A’s trust about B resulted from A’s past interaction experience with B. It indicates A’s opinion towards B’s competence in providing services. On the other hand, B’s reputation is A’s opinion towards B’s competence in providing services which is obtained by consulting other agents. Depending on B’s reputation, A may or may not interact with B. Once they interact, A can establish its own trust towards B. Taking an example, if A personally knows B, i.e. if A has already interacted with B, then A develops some kind of trust towards B. Thus A will have some idea that if it seeks services from B, whether B will respond to it or not. If A has not interacted with B, then A can take the help of C that has already interacted with B. Thus A’s information about B that it receives from C forms the reputation of B. By using this reputation, A can either interact or ignore B. If A makes interaction with B, then A can develop its own trust towards B which will be used for future interactions.

III. Causal Induction Method

A. Causal Model
A causal model is an abstract model that uses cause and effect logic to describe the nature of a system focusing on causal factors. In causal model, events are observed as cause and effect. The main notion of causal model is that, cause precedes effect. It means that if a cause occurs it will lead to the occurrence of the effect or at least increases the chance of the occurrence of the effect. So, the main problem of causal learning is estimating the strength of a causal relationship or inferring that such a relationship exists.

B. Causal Graphical Model
Causal graphical model provides a formalism for learning and reasoning about causal relationships and it has become a current topic of research in computer science and statistics[9],[10]. In causal graphical model, the cause and effect logic is represented as graphs. In this model, all the relevant variables are represented as nodes. If a direct causal relationship exists i.e. if a particular cause causes an effect to occur then their corresponding nodes are joined by a directed link, or edges, from the cause to the effect. In this model, if a variable ‘X’ is changed then only its descendents, nodes directed away from ‘X’, are affected. For example, let us consider a case. When you reached home after work and enter your room, you find out that your room is wet. Then there are two possible causes—

www.ijcst.com
• The sprayer was on or
• The water tape was broken or leaking
Here the states of the floor, sprayer and tape are the variables being considered, so each is assigned a node. The link between Sprayer and the Floor and the link between Tape and Floor is an indication that the states of Sprayer and Floor are the direct causes of the Floor getting wet. This can be represented in the graphical model as—

![Causal Graphical Model Showing the Relationship Between Floor Getting Wet and Occurrence of Sprayer or Tape](image)

### Fig. 1: Causal Graphical Model Showing the Relationship Between Floor Getting Wet and Occurrence of Sprayer or Tape

#### C. ∆P and Causal Power

∆P is the measure of the strength of the relationship between an effect and its possible cause. It was first suggested by [1] subsequently explored and applied in many studies [2-7]. ∆P can be calculated by taking the difference between the conditional probability of the target effect e given that the cause c has occurred, P(e⁺ | c⁺), and the conditional probability of the effect given that c has not occurred, P(e⁺ | c⁻). It can be expressed as—

\[
\Delta P = P(e^+ | c^+) - P(e^+ | c^-)
\]

\[
= \frac{N(e^+, c^+)}{N(e^+, c^+) + N(e^-, c^+)} - \frac{N(e^+, c^-)}{N(e^+, c^-) + N(e^-, c^-)}
\]

N(e⁺,c⁺) is the number of cases in which effect occurs in the presence of cause.
N(e⁺,c⁻) is the number of cases in which effect occurs in the absence of cause.
N(e⁻,c⁺) is the number of cases in which cause is present but effect does not occur.
N(e⁻,c⁻) is the number of cases in which both cause and effect is absent.

∆P thus can be expressed as the change in the probability of the effect occurring as a result of the occurrence of the cause.
Cheng [8] proposed Causal Power based on ∆P. Causal Power takes causal learning to be a problem of inferring the causal power of prospective causes [7]. The causal power can be expressed as—

\[
\text{Causal Power} = \frac{\Delta P}{1 - P(e^+ | c^-)}
\]

Causal Power makes a prediction that ∆P will have greater influence on the causal relationship when P(e⁺ | c⁻) is large. Causal power can be considered as a case of e not occurring when c was not present and e will occur if c is introduced.

### IV. Proposed Model

#### A. Scenario

We consider a network in which some peer acts as service providers i.e. servers and some peer acts as agents i.e. they use the service provided by servers. Each agent develops two kinds of trusts, the trust in the server’s competence in providing services and the trust in other agent’s reliability in providing recommendations. We made an assumption that all agents are honest in providing recommendations.

#### B. Working of the Model

We assume that the trust level of each of the server in providing the services can be divided into four levels—
• Very Low (VL)
• Low (L)
• Medium (M)
• High (H)

In order to apply the concept of causal induction method, we assume that all the states are nodes. Any server can be at any level, say ‘X’, at any time ‘t’. Then it make transition to level ‘Y’ at time t+1. In such a scenario, we assume that being at state ‘X’ causes the transition to state ‘Y’ or at least increases the probability of occurrence of state ‘Y’. So, this relationship can be expressed graphically as—

![Graphical Representation of Transition from State ‘X’ to State ‘Y’](image)

Assume at time ‘t’ state of a server is ‘L’. Now, at time ‘t+1’, the server can made transition to any of the four possible states i.e. VL, L, M and H. So, graphically it can be represented as—

![Graphical Representation of Transition from State ‘L’ at Time ‘t’ to All Possible States at Time ‘t+1’](image)

Here we consider ‘L’ as the possible cause and ‘VL’, ‘L’, ‘M’, and ‘H’ as its effect. Now, extending the above concept to all the
possible states, we can graphically represent the whole scenario as—

![Graphically Representing All Possible State Transition for a Given Server](image)

Every agent also maintains a contingency table for each server. The contingency table of a given server is represented as a matrix of size 4x4 and is shown below—

<table>
<thead>
<tr>
<th></th>
<th>VL→VL</th>
<th>VL→L</th>
<th>VL→M</th>
<th>VL→H</th>
</tr>
</thead>
<tbody>
<tr>
<td>VL→VL</td>
<td>n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VL→L</td>
<td>n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VL→M</td>
<td>n</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VL→H</td>
<td>n</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Contingency Table

Each entry in the contingency table indicates the number of times a server made transition from one state to a new state. For example, n(VL→L) indicates the number of times a server made transition from state ‘L’ to state ‘M’. Given a current trust level at time ‘t’, agents will like to know the possible trust level at time ‘t+1’. Suppose at time ‘t’, the trust level of the server is Low (L). The strength of the service provider going from low level to medium level at time ‘t+1’ can be expressed mathematically as—

\[ \Delta P = P(M^*|L^*) - P(M^*|L) \]

\[ n(L \rightarrow M) = n(VL \rightarrow L) + n(L \rightarrow M) + n(M \rightarrow L) + n(M \rightarrow H) \]

\[ n(L \rightarrow H) = n(H \rightarrow L) + n(H \rightarrow M) + n(M \rightarrow H) + n(H \rightarrow H) \]

\[ \Delta P = P(M^*|L^*) - P(M^*|L) \]

\[ \Delta P = \frac{\Delta P_{ij}}{2} \]

\[ t_{ij} = \begin{cases} 0; \text{if } i \text{ has not interacted with } j \\ \frac{\Delta P_{ij}}{2}; \text{otherwise} \end{cases} \]

Mathematically it can be represented as—

\[ t_{ij} = \begin{cases} 0; \text{if } i \text{ has not interacted with } j \\ \frac{\Delta P_{ij}}{2}; \text{otherwise} \end{cases} \]

\[ t'_{ij} = \begin{cases} 0; \text{if } i \text{ has not interacted with } j \\ \frac{\Delta P_{kj}}{2}; \text{otherwise} \end{cases} \]

\[ t'_{ij} = \begin{cases} 0; \text{if } i \text{ has not interacted with } j \\ \frac{\Delta P_{kj}}{2}; \text{otherwise} \end{cases} \]

\[ t_{ij} = \begin{cases} 0; \text{if } k \text{ has not interacted with } j \\ \frac{\Delta P_{kj}}{2}; \text{otherwise} \end{cases} \]

\[ t'_{ij} = \begin{cases} 0; \text{if } i \text{ has not interacted with } j \\ \frac{\Delta P_{kj}}{2}; \text{otherwise} \end{cases} \]

Thus, total trust that agent ‘i’ has in the jth server is given by—

\[ T_{ij} = t_{ij} + \sum_{k=1}^{n} W_{ik} * \frac{t_{kj}}{\sum_{k=1}^{n} W_{ik}} \]
When \( \theta \) is a user defined value. and it controls how an agent shifts its behavior towards other agents. However, the weight is constrained to lie between 0 and 1 by considering the following cases—

**Case (a)**

When \( |p-k| = 0 \),

The agent assigns the current state of the server as H.

**Case (b)**

When \( 0 \leq |p-k| < \theta_1 \), where \( \theta_1 \) is a user defined value.

The agent assigns the current state of the server as M.

**Case (c)**

When \( \theta_1 \leq |p-k| < \theta_2 \), where \( \theta_2 \) is user defined value.

The agent assigns the current state of the server as L.

**Case (d)**

When \( \theta_2 \leq |p-k| \).

The agent assigns the current state of the server as VL.

If \( X' \) was the last state and \( Y \) is the current state of the interacting server, then the new transition is \( X \rightarrow Y \), which can be viewed as an event ‘E’. We then determine, if the interaction is successful or not based on the event ‘E’ as—

\[
T_{ij}^{'} = t_{ij}^{'} + \sum_{k=1}^{n} W_{ik} \ast t_{kj}^{'}
\]

Where \( t_{ij} \) is the trust that \( k^0 \) agent has in the server ‘j’ (obtained by (5)) \( t_{ij}^{'} \) is the trust that agent ‘i’ has in the \( j^0 \) server (obtained by (3)). \( t_{ik}^{'} \) is the trust that \( k^0 \) agent has in the server ‘j’ (obtained by (6)). \( t_{ik}^{'} \) is the trust that agent ‘i’ has in the \( j^0 \) server (obtained by (4)) and \( n \) is the total number of agents from whom agent ‘i’ has taken recommendations. \( W_{ik} \) is the weight that the agent ‘i’ assigns to the recommendations from \( k^0 \) agent.

Thus agent ‘i’ calculates trust values for all j, i.e. for all servers. It then selects the server with the largest value of trust and interacts with it.

**C. Evaluation of the Interaction**

Prior to every interaction, each server knows a value say ‘k’. Depending on the nature of the server, the server decides to return a value to the interacting agent. There are four types of servers—

1. **Honest Server**

   This type of server always returns the true value to the interacting agent i.e. it always returns value ‘k’ to the agent.

2. **Dishonest Server**

   This type of server always returns a false value to the interacting agent i.e. it always returns a value other than ‘k’ to the agent.

3. **Random Server**

   This type of server always returns a random value to the interacting agent and sometimes it may even return the value ‘k’ to the agent.

4. **Neutral Server**

   This type of server always returns a constant value ‘c’ to the interacting agent for every interaction. After each interaction, interacting agent can look up for the actual value. Depending on the actual value and the received value from the server, the agent then determines the state of the server for the interaction. If \( p \) is the value that agent received from the server, then the agent determines the state of the server as—

   **Case (a)**

   When \( |p-k| = 0 \).

   The agent assigns the current state of the server as L.

   **Case (b)**

   When \( 0 \leq |p-k| < \theta \), where \( \theta \) is a user defined value.

   The agent assigns the current state of the server as H.

   **Case (c)**

   When \( |p-k| = 0 \).

   The agent assigns the current state of the server as M.

   **Case (d)**

   When \( |p-k| < \theta \).

   The agent assigns the current state of the server as VL.

   **D. Handling other agents’ recommendations**

   If the recommendation value sent by the agent ‘k’ is matching with the outcome of the interaction with server ‘j’, agent i then increases the weight of the agent k in its weight table. If agent i finds out that agent k was giving a false recommendation, then it decreases the weight of the agent k in its weight table. Mathematically it can be shown as—

   **Result of interaction**

   \[
   \begin{cases} 
   W_{ik} + \alpha, & \text{if the recommendation is matching with the outcome} \\
   W_{ik} - \alpha, & \text{if the recommendation is not matching with the outcome}
   \end{cases}
   \]

   \( \alpha \) is a user defined value, and it controls how an agent shifts its behavior towards other agents. However, the weight is constrained to lie between 0 and 1 by considering the following case—

   **Case a:** When \( W_{ik} > 1 \), then set \( W_{ik} = 1 \).

   **Case b:** When \( W_{ik} < 0 \), then set \( W_{ik} = 0 \).

**V. Experiment**

We set up an environment in which there are 50 agents and 10 servers. For simplicity we assume that all the servers can provide all the requirements of each agent. At the beginning, each agent knows few agents and few servers i.e. each agent has interacted with few agents and few servers. At the beginning of each simulation we initialize the weight of each agent. If an agent ‘j’ has made interactions with the agent ‘k’, then we initialize \( W_{ik} = 1 \) otherwise we initialize \( W_{ik} = 0.5 \). We run the simulations for 100 numbers of interactions and each configuration is run for 10 times. After getting the result, we plot the graph taking the means of each result. We call the model based on \( \Delta P \) as Causal Strength Model and the Model based on Causal Power as Causal Power Model.

The aim of the first experiment is to see if trust and reputation models based on the \( \Delta P \) and Causal Power helps in agents selecting the server with better reliability. Thus, we design three models—

- Trust and reputation model based on \( \Delta P \).
- Trust and reputation model based on Causal Power.
- A simple model that interacts with a randomly selected server.
After getting the results, we plot the graph of the models with percentage of successful interactions against the number of interactions.

![Plot of Models](image)

**Fig. 5:** Trust and Reputation Systems with Causal Induction Method v/s a Model with Random Selection

Fig. 5 shows that the trust and reputation model based on $\Delta P$ and Causal Power performs better than the model with no specific rule to determine which server to interact.

The aim of the second experiment is to see if the reputation model i.e. taking the views of the other agents helps in getting better performance in selecting reliable servers. For this setup, we compare four models—

- Trust and reputation model based on $\Delta P$
- Trust model based on the $\Delta P$ without taking recommendations from other agents.
- Trust and reputation model based on the Causal Support method.
- Trust model based on the Causal Support method without taking recommendations from other agents.

![Plot of Models](image)

**Fig. 6:** Comparison of Model with Recommendation Evaluations v/s Model Without Recommendation Evaluation v/s a Model that Selects Servers Randomly

Fig. 6 shows that the model which considers recommendations from other agents performs better than the model that does not consider the evaluations from other agents.

VI. Conclusions

In this paper, we presented trust and reputation systems based on the $\Delta P$ and Causal Power. The result of the experiment shows that $\Delta P$ and Causal Power can be used to determine the trust value of the agents. From the above observations we can conclude that Causal Power gives slightly better result than $\Delta P$. It also shows that system that considers recommendations from other agents performs better than the system that does not consider recommendations from other agents.
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