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Abstract
This paper discusses a review on Empirical Investigation of Cause-Effect Graphing Testing Techniques and Its Test- Measurements. A Cause-Effect Graph in Software Testing has been defined as: “It is a directed Graph that maps a set of causes to a set of effects. The Causes may be thought of as input and the effect is thought of as the output”. Usually the graph shows the nodes representing the causes on the left hand side and the nodes representing the effects on the right hand side. There may be intermediate nodes in between that combine inputs using logical operators such as AND, OR, Not etc.
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I. Introduction
Software Testing [1] is a process of demonstrating that errors are not present. Its purpose is to show that a program performs its intended function correctly and it also builds the confidence that the program is performing its well defined function.

In general we can say that:
Software Testing = Software Verification + Software Validation.
Verification: Checking the Software with respect to Specifications.
Validation: Checking the Software with respect to Customer’s Expectation.

II. Test, Test Case and Test Suite
Test and Test Case terms are used interchangeably [1]. Test case describes an input description and an expected output description. Inputs can be classified into 2 types: Pre conditions (Circumstances that hold prior to test Case Execution) and the actual inputs that are identified by some testing methods. Expected output is also of two types: Post conditions and actual outputs.

A good test case has a high probability of finding an error. The test case designer’s main objective is to identify good test cases. The template for a typical test case is given as below.

<table>
<thead>
<tr>
<th>Notation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. c1</td>
<td>E1</td>
</tr>
<tr>
<td>2. C2</td>
<td>E2</td>
</tr>
<tr>
<td>3. C1</td>
<td>E1</td>
</tr>
<tr>
<td>4. C1</td>
<td>AND C2</td>
</tr>
</tbody>
</table>

Test cases are valuable and useful- they need to be developed, reviewed, used, managed and saved.

III. Cause- Effect Graph
It is a Software testing technique that helps us to select, in a systematic way, a high-yield of test-cases. It considers only the desired external behavior of a system [7]. “This is a testing technique that aids in selecting test cases that logically relate causes (inputs) to effects (Outputs) to produce-test-cases. The Graph Direction is as follows.

Causes → Intermediate Nodes → Effects.
The Graph can arranged so there is only one node between any input and any output.”

IV. Step Used in Cause-Effect Graph
The Following Steps [4] are used to draw a Cause-Effect Graph.
Step1: For a module, identify the input conditions (Causes), and actions (output).
Step2: Develop a Cause-Effect Graph.
Step3: Transform Cause-Effect graph into a Decision Table.
Step4: Convert Decision table rules to Test cases. Each Column of the decision table represents a test case.

Basic Symbol used in Cause- effect graphs are as under.
Cause-effect graphs captures [2] the relationship between specific combinations of inputs i.e. causes and effects. The graphs also include a number of intermediate nodes linking causes and effects. Some examples of the primitive cause-effects graphs are shown as follows:

![Fig. 2: Primitive Cause Effect Graphs](image)

V. Derivation of Test Cases
The following process is used to derive test cases:
1. The specification is divided into “Workable pieces”. For instance, when testing a timesharing system, a “Workable piece” might be specification for an individual command.
2. The causes and effects in the specification are identified.
   - Causes: Distinct conditions
   - Effects: An Output Condition or a system Transformation.
3. Assign a unique number to each cause and effect.
4. The semantic content of the specification is analyzed and transformed into a Boolean Graph linking the Causes and Effects. This is the Cause effect graph.
5. The graph is annotated with constraints describing combinations of causes and/or effects that are impossible because of syntactic or environmental constraints.
6. By methodically tracing state conditions in the graph, the graph is converted into a limited entry Decision –table. Each Column in the table represents a test case.
7. The columns in the decision table are converted into test cases.
In the following example, [3] withdrawing money at an Automated Teller Machine (ATM) shall illustrate how to prepare a Cause-Effect Graph. The following conditions must be fulfilled in order to get money from the machine:
- The bankcard is valid
- The PIN must be correctly entered
- The maximum number of PIN Inputs is three
- There is money in the machine, and in the account
The following actions are possible at the machine:
- Reject Card
- Ask for another PIN input
- “Eat” the card.
- Ask for an alternate dollar amount
- Pay the requested amount of Money

The given fig. 3 shows the Cause-effect graph of the example.

![Fig. 3: Example of Cause Effect Graph](image)

The above table is Optimized Decision table for the ATM.

A. Test with the Decision Tables
The test [3] based on decision tables has the objective to design tests for executing “interesting” combinations of inputs. Interesting in the sense that possible failures can be detected. Besides the causes and effects, intermediate results may be included in the
decision table. A decision table has two parts. In the upper half, inputs (causes) are listed; the lower half contains the effects. Every column is a test case, i.e., the combination of condition and the expected effects or outputs for this combination. In the least optimized case, every combination of causes is considered as a test case. However, condition may influence or exclude each other in such a way that not all combinations make sense. The fulfillment of every cause and effect is noted with a “yes” or “no”. Each cause and effect should occur at least once with “yes” and “no” in the table. Every column of the above table should be interpreted as a test case. From the table, the necessary input conditions and expected actions can be directly found. Test case 5 shows the following conditions: the money is delivered only if the card is valid, the PIN is correct after maximum three tries, and there is money available both in machine and in the account.

Let us take another Example, A simple ATM banking Transaction system [2] can have the following causes and effects.

B. Causes (Inputs)
- C1: Command is withdrawal
- C2: Command is Deposit.
- C3: Account Number is valid
- C4: Transaction amount is valid

C. Effects (Outputs)
- E1: Print “Invalid Command”
- E2: Print “invalid Account Number”
- E3: Print “ Withdrawal amount not valid”
- E4: Print “Successful Withdrawal made”
- E5: Print “ Successful deposit made”

Then the causes- effect graph can be drawn as shown in fig. 4 below:

![Cause Effect Graph](image)

If C1 or C2 is true, then one can have a valid command and thus, the negation of C1 or C2 will become an invalid command, i.e. E1. Similarly, if C1 is true, i.e. command is withdrawal (can choose C2 instead of C1), but C3 is false, i.e. Account Number is invalid, then the effect is “Print invalid account number i.e. E2” IF withdrawal command is correct, i.e. C1 is true, account number is valid, i.e. C3 is true, but the transaction amount is invalid, i.e. C4 is false, and then the effect is “Print withdrawal amount not valid” i.e. E3. Finally, for the effect E4, the causes can be C1, C3 and C4 and for the effect E5, The causes can be C2, C3 and C4. This is shown in cause-effect Graph. However in some ATM applications where deposit is not permitted, the effect E5 and the cause C4 can be omitted. The Decision table for the ATM example against the cause-Effect graph is shown in table.

<table>
<thead>
<tr>
<th>Decision Table</th>
</tr>
</thead>
<tbody>
<tr>
<td>R</td>
</tr>
<tr>
<td>C1</td>
</tr>
<tr>
<td>C2</td>
</tr>
<tr>
<td>C3</td>
</tr>
<tr>
<td>C4</td>
</tr>
<tr>
<td>E1</td>
</tr>
<tr>
<td>E2</td>
</tr>
<tr>
<td>E3</td>
</tr>
<tr>
<td>E4</td>
</tr>
<tr>
<td>E5</td>
</tr>
</tbody>
</table>

Each Rule can be reflected as one column in the Decision Table. 1 indicates True, 0 indicates false and x indicates don’t care, i.e. May be true, May be false. All the rules that are used to draw the Cause-Effect graph can be put in this decision table. For Example, E2 effect requires C1 as true and C3 as false. Thus in the decision table, the second column against r2 contain 1 in C1, 0 in C3 and 1 against E2. Also, x is indicated in both C2 and C4. Similarly, all other columns can be created.

VI. Conclusion
This Paper is an Empirical Investigation and review of the Cause- Effect Graphing Testing Techniques along with its Test- Measurement. It summarizes the major aspects related to Cause-Effect Graphing testing techniques. First it gives an introduction to Software Testing. Later Verification and Validation and Test, Test Case, Test Suite and symbols used in drawing a Cause-Effect Graph and then steps required to draw a Cause-Effect Graph along with its Test data and then steps required to derive test cases.
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