Abstract
As the Internet takes an increasingly central role in our communications infrastructure. The slow convergence of routing protocols after a network failure becomes a growing problem. To assure fast recovery from link and node failures in IP networks, we present a new recovery scheme called Multiple Routing Configurations (MRC). Our proposed scheme guarantees recovery in all single failure scenarios, using a single mechanism to handle both link and node failures, and without knowing the root cause of the failure. MRC is strictly connectionless, and assumes only destination based hop by hop forwarding. MRC is based on keeping additional routing information in the routers, and allows packet forwarding to continue on an alternative output link immediately after the detection of a failure. It can be implemented with only minor changes to existing solutions. In this paper we presented MRC, and analyze its performance with respect to scalability, backup path lengths, and load distribution after a failure. We also show how an estimate of the traffic demands in the network can be used to improve the distribution of the recovered traffic, and thus reduce the chances of congestion when MRC is used.
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I. Introduction
IN recent years the Internet has been transformed from a special purpose network to a ubiquitous platform for a wide range of everyday communication services. The demands on Internet reliability and availability have increased accordingly. A disruption of a link in central parts of a network has the potential to affect hundreds of thousands of phone conversations or TCP connections, with obvious adverse effects. The ability to recover from failures has always been a central design goal in the Internet . IP networks are intrinsically robust, since IGP routing protocols like OSPF are designed to update the forwarding information based on the changed topology after a failure. This re-convergence assumes full distribution of the new link state to all routers in the network domain. When the new state information is distributed, each router individually calculates new valid routing tables. This network-wide IP re-convergence is a time consuming process, and a link or node failure is typically followed by a period of routing instability. During this period, packets may be dropped due to invalid routes. This phenomenon has been studied in both IGP and BGP context , and has an ad-verse effect on real-time applications . Events leading to a re-convergence have been shown to occur frequently . Much effort has been devoted to optimizing the different steps of the convergence of IP routing, i.e., detection, dissemination of information and shortest path calculation, but the convergence time is still too large for applications with real time demands . A key problem is that since most network failures are short lived , too rapid triggering of the re-convergence process can cause route appalling and increased network instability . The IGP convergence process is slow because it is reactive and global. It reacts to a failure after it has happened, and it involves all the routers in the domain. In this paper we present a new scheme for handling link and node failures in IP networks. Multiple Routing Configurations (MRC) is a proactive and local process, and a link or node failure is typically followed by a period of routing instability. During this period, packets may be dropped due to invalid routes. This phenomenon has been studied in both IGP and BGP context , and has an ad-verse effect on real-time applications . Events leading to a re-convergence have been shown to occur frequently . Much effort has been devoted to optimizing the different steps of the convergence of IP routing, i.e., detection, dissemination of information and shortest path calculation, but the convergence time is still too large for applications with real time demands . A key problem is that since most network failures are short lived , too rapid triggering of the re-convergence process can cause route appalling and increased network instability . The IGP convergence process is slow because it is reactive and global. It reacts to a failure after it has happened, and it involves all the routers in the domain. In this paper we present a new scheme for

II. Existing System
Existing work on load distribution in connectionless IGP networks has either focused on the failure free case or on finding link weights that work well both in the normal case and when the routing protocol has converged after a single link failure Many of the approaches listed provide elegant and efficient solutions to fast network recovery, however MRC and Not-via tunneling seems to be the only two covering all evaluated requirements. However, we argue that MRC offers the same functionality with a simpler and more intuitive approach, and leaves more room for optimization with respect to load balancing

• Link and Node failures of IP networks.
III. MRC Approach

The MRC is used to recover all single failure scenarios in our communication. MRC works on the principle of making the backup routing configurations, that are used to recover the route failure in that network. In the normal routing configurations the link weight are not assigned, whereas in the backup routing configurations the link weights are assigned. The global mechanism is used to recover the network by using the internet gateway protocol the IGP is reactive. This protocol is react after a failure happen in the network. It is a time taking process. In this period of time the some of the data packet that send by the client are lost. This is the main drawback of the our global system. And also whenever a failure is happens in the network the incoming packets that are send by the client are continuously forward. The failure of recovery of network is time taken process. In this situation the data packet traffic is increases, this is the one of the main drawback of the global system. And also the failure is happens in the network the incoming packets that are send by the client are continuously forward. The failure of recovery of network is time taken process. In this situation the load of the data packets are increased in the corresponding node. The load of data packets are not distributed. Our MRC is a local mechanism, it is work based on the principle of proactive. In this mechanism a failure happens in the network, it can generate an alternate link immediately and the data packets are pass through that route and continuous the network. In our communication system, the client send the data to the server through the router that are present in the networks. The active router receives that data send by the client and it pass that data to the server. Whenever a failure happen in the network, i.e., a node or link failure the network was distributed. The MRC mechanism is used to generate alternate route and send the packet through that alternate route and continuous the network in safety. This is the main idea of the multiple routing configurations. The MRC is work based on the principle of proactive, that means whenever a failure occur in the network it can generate an alternate route and data packets continuous on that alternate route. The MRC mechanism is a best network recovery mechanism in this no packet loss, and increasing traffic is reduce and load distribution is possible. MRC requires the routers to store the information about the routing configurations. The state required in the routers is related to the no. of back up configurations. In the IGP the recovery of network determines shortest path in the network without the failed components where as in the MRC, if a failure occur in the network, it can immediately generate an alternate route and continuous the data packets forward through the alternate routes and continuous the network. The IGP convergence process is slow because it is reactive. It reacts to a failure after it has happened, and it involves all the routers in the domain. Where as in the Multiple Routing Configurations is a proactive and it is a local mechanism. The main concept of MRC is to use the network graph and the associated link weights to produce a small set of back up network configurations. The link weights in these backup configurations are manipulated so that for each link and node failure, and regardless of whether it is a link or node failure, the node that detects the failure can safely forward the incoming packets towards the definition on an alternate link.

IV. Implementation

The implementation of MRC for network recovery mainly uses four modules.

- Topology construction Module
- Restrict and Isolate Link
- Routing Table (Backup Path)
- Data Transmission

A. Topology Construction Module

In this module is used to construct the topology. The user gives the number of node used to construct the topology. The node is added to give the name of the node, system number and port address of that node. If the node name and port address is already available means to display the message box “Node already Add", otherwise to display the message box “Node add successfully”. If the entire node adds successfully to display the node connection frames.

B. Restrict and Isolate Link

In this module is used to restrict and Isolate the Link. Each and Every node having a related link in J list box. User selects the particular link and Click the Restrict button clicked means the particular link weight is increased. Message Transmission time sender node does not use the particular link. Sender node finds the backup path to send the messages from source to destination. User selects the particular link and Click the Isolate button clicked means the particular link is Eliminated form the Database. Message Transmission time sender node does not use the particular link. Sender node finds the backup path to send the messages from source to destination.
C. Routing Table (Backup Path)

In this module is used to maintaining preconfigured Backup path (Routing Table). If any of the node or link is restricted means weight value is increased. At the time we can’t use the particular link or node. Sender node searches the corresponding preconfigured backup to the routing table. In the sender node uses the backup path to send the packets from source to destination. Acknowledgement will be received from the same backup path. No (link or node) failure means Sender sends Messages from the source to destination sender using the directed path. If any of the node or link is isolated means weight value is increased. At the time we can’t use the particular link or node is permanently. Sender node searches the corresponding preconfigured backup to the routing table. In the sender node uses the backup path to send the packets from source to destination. Acknowledgement will be received from the same backup path.

D. Data Transmission

In the Data Transmission module, the Message transfer relates with that the sender node wants to send a message to the destination node Sender node first selects the Destination node. Sender types the data or browses the .txt file and uploads the url from the textbox. Checks the corresponding node and corresponding path is available. After the path is selected also find out that node or link is failure and status of the destination node through is true. If anyone of the node or link is failed means sender use the preconfigured backup path. The receiver node receives the message completely and then it send the acknowledgement to the sender node also near by nodes through the router nodes where it is received the message.

V. Results

The Implementation of Paper Shows Different Results. The detailed Results is given By Following Graphs.

VI. Conclusion

We have presented Multiple Routing Configurations as an approach to achieve fast recovery in IP networks. MRC is based on providing the routers with additional routing configurations, allowing them to forward packets along routes that avoid a failed component. MRC guarantees recovery from any single node or link failure in an arbitrary bi-connected network. By calculating backup configurations in advance, and operating based on locally available information only, MRC can act promptly after failure discovery. MRC operates without knowing the root cause of failure, i.e., whether the forwarding disruption is caused by a node or link failure. This is achieved by using careful link weight assignment according to the rules we have described. The link weight assignment rules also provide basis for the specification of a forwarding procedure that successfully solves the last hop problem. The performance of the algorithm and the forwarding mechanism has been evaluated using simulations. We have shown that MRC scales well: 3 or 4 backup configurations is typically enough to isolate all links and nodes in our test topologies. MRC backup path lengths are comparable to the optimal backup path lengths—MRC backup paths are typically zero to two hops longer.

We have evaluated the effect MRC has on the load distribution in the network while traffic is routed in the backup configurations, and we have proposed a method that minimizes the risk of congestion after a link failure if we have an estimate of the demand matrix. In the COST239 network, this approach gave a maximum link load after the worst case link failure that was even lower than after a full IGP re-convergence on the altered topology. MRC thus achieves
fast recovery with a very limited performance penalty.
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