
Abstract
Computing constrained shortest paths is fundamental to some 
important network functions such as QoS routing, MPLS path 
selection, ATM circuit routing, and traffic engineering. The 
problem is to find the  cheapest path that satisfies certain con- 
straints. In particular, finding the cheapest delay-constrained 
path is critical for real-time data flows such as voice/video calls. 
Because it is NP-complete, much research has been  designing 
heuristic algorithms that solve the - approximation of the problem 
with an adjustable accuracy. A common approach is to discretize 
(i.e., scale and round) the link delay or link cost, which transforms 
the original problem to a simpler one solvable in  polynomial time. 
The efficiency of the algorithms directly relates to the magnitude 
of the errors introduced during discretization. In this paper, we 
propose  two  techniques  that  reduce  the  discretization  errors, 
which  allows  faster  algorithms  to  be  designed.  Reducing  the 
overhead of computing constrained shortest paths is  practically 
important for the successful design of a  high-throughput QoS 
router, which is limited at both  processing power and memory 
space. Our simulations show that the new algorithms reduce the 
execution time by an order of magnitude on power-law topologies 
with 1000 nodes. The reduction in memory space is similar.
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I. Introduction
MAJOR   obstacle   against   implementing   distributed multimedia 
applications (e.g., web broadcasting, video teleconferencing, and 
remote diagnosis) is the difficulty of en- suring quality of service 
(QoS) over the Internet. A fundamental problem that underlies 
many important network functions such as QoS routing, MPLS 
path selection, and traffic engineering, is to find the constrained 
shortest path - the cheapest path that satisfies a set of constraints [1-
10]. For interactive real-time traffic,  the  delay-constrained  least-
cost  path  has  particular importance [11]. It is the cheapest path 
whose end-to-end delay is bounded by the delay requirement of 
a time-sensitive data flow. The additional bandwidth requirement, 
if there is one, can be easily handled by a pre-processing step that 
prunes the links without the required bandwidth from the graph.
The algorithms for computing the constrained shortest paths can  
be used in many different circumstances, for instance, laying 
out virtual circuits in ATM networks, establishing wave- length-
switching paths in fiber-optics networks, constructing label-
switching paths in MPLS based on the QoS requirements in the 
service contracts, or applying together with RSVP. There are two 
schemes of implementing the QoS routing algorithms on routers. 
The first scheme is to implement them as on-line algorithms that 
process the routing requests as they arrive. In practice, on-line 
algorithms are not always desired. When the request arrival rate is 
high (major gateways may receive thousands or tens of thousands 
of requests every second), even the time complexity of Dijkstra’s 
algorithm will overwhelm the router if it is executed on a per-
request basis.1   To solve this problem, the second scheme is to 
extend a link-state pro- tocol (e.g., OSPF) and periodically pre-
compute the cheapest delay-constrained paths for all destinations, 

for instance, for voice traffic with an end-to-end delay requirement 
of 100 ms. The computed paths are cached for the duration before 
the next computation. This approach provides support for both 
constrained unicast and constrained multicast. The computation 
load on a router is independent of the request arrival rate. More- 
over, many algorithms, including those we will propose shortly, 
have  the  same  time  complexity  for  computing constrained 
shortest paths to all destinations or to a single destination. This 
paper studies the second scheme.
A path that satisfies the delay requirement is called a feasible 
path. Finding the cheapest (least-cost) feasible path is NP-com- 
plete. There has been considerable work in designing heuristic 
solutions for this problem. Xue [12] and Juttner et al. [13] used 
the Lagrange relaxation method to approximate the delay-con- 
strained least-cost routing problem. However, there is no theo- 
retical bound on how large the cost of the found path can be. 
Korkmaz and Krunz used a nonlinear target function to approx- 
imate the multi-constrained least-cost path problem [14]. It was 
proved that the path that minimizes the target function satis- fies 
one constraint and the other constraints multiplied by, where   is a 
predefined constant and   is the number of con- straints. However, 
no known algorithm can find such a path in polynomial time. 
Ref. [14] proposed a heuristic algorithm, which has the same 
time complexity as Dijkstra’s algorithm. It does not provide a 
theoretical bound on the property of the re- turned path, nor provide 
conditional guarantee in finding a fea- sible path when one exists. 
In addition, because the construction of the algorithm ties to a 
particular destination, it is not suitable for computing constrained 
paths from one source to all destina- tions. For this task, it is 
slower than the algorithms proposed in this paper by two orders 
of magnitude based on our simulations. Another thread of research 
in this area is to design polyno- mial time algorithms that solves 
the NP-complete problem with 

One common technique of the above algorithms [15, 17, 18] is to 
discretize the link delay (or link cost). Due to the dis- cretization, the 
possible number of different delay values (or cost values) for a path 
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is reduced, which makes the problem solvable in polynomial time. 
The effectiveness of this technique depends on how much error is 
introduced during the discretization. The existing discretization 
approaches have either positive discretization error for every link 
or negative error for every link. Therefore, the discretization error 
on a path is statistically proportional to the path length as the 
errors on the links along the path add up. In order to bound the 
maximum error, the dis- cretization has to be done at a fine level, 
which leads to high execution time of the algorithms.
Given the limited resources and ever-increasing tasks of the 
routers, it is practically important to improve the efficiency of 
the network functions. While QoS routing is expensive due to 
its nonlinear nature, it has particular significance to reduce the 
router’s overhead in computing the constrained shortest paths. In 
this paper, we propose two techniques, randomized discretization 
and path delay discretization, which reduce the discretization 
errors and allow faster algorithms to be designed. The randomized 
discretization cancels out the link errors along a path. The larger 
the topology, the greater the error reduction. The path delay 
discretization works on the path delays instead of the individual 
link delays, which eliminates the problem of error accumulation. 
Based on these techniques, we design fast algorithms to solve the  
approximation of the constrained shortestpath problem. We prove 
the correctness and complexities of the algorithms. Although the 
new algorithms have the same worstcase complexity as Goel et 
al.’s algorithm [18], we believe (and our simulations suggest) that 
they run much faster on the average case. The simulations show 
that the new algorithms are faster than Goel et al.’s algorithm by 
an order of magnitude on powerlaw topologies with 1000 nodes.
The rest of the paper is organized as follows. Section II reviews 
the existing approaches. Section III describes the randomized 
discretization, and Section IV describes the path delay 
discretization. Sections V and VI provide analytical and simulation 
results, respectively. Section VII draws the conclusion.

II. Problem Definition and Existing Discretization 
Approaches 
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III.  Randomized Discretization 
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IV.  Path Delay Discretization

Fig. 1 :  Comparison of the average discretization errors of RTF, 
RTC, and RR with respect to different path lengths. The vertical 
axis is the average of j (P )j, j (P )j, or j (P )j over 10 000 sample 
paths.
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Fig. 2 :  Comparison of the average discretization errors of RTF, 
RTC, and RR with respect to different values. The vertical axis 
is the average of j (P )j,
j     (P )j, or j     (P )j over 10 000 sample paths.

V.  Analysis

VI.  Simulation

A. Simulation Setup
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B.  Comparing RDA and PDA With DSA 

the discretization error, which was achieved very effectively by 
RDA and PDA. With 1000 nodes and one constraint, RDA and 
PDA computes the constrained shortest paths within 38 mil- 
liseconds and 25 milliseconds, respectively, which makes them 
practical solutions for routers to compute the QoS routing paths 
periodically.

Fig. 3 : Compare DSA, RDA, and PDA on Power-Law topologies. 
Both RDA and PDA run much faster than DSA. They run slower 
than Dijkstra’s algorithm, but achieve much smaller average path 
cost. The success rates of DSA, RDA, and PDA are comparable, 
with RDA slightly better. 

Fig. 4 :  Compare DSA, RDA, and PDA on Waxman topologies. 
Both RDA and PDA run much faster than DSA. PDA is slightly 
better than RDA.
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Fig. 5.  Scalability comparison. The delay requirement is 1500. 
Both RDA and PDA scale much better than DSA, with PDA the 
best.

Fig. 6 :  Compare DSA, RDA, and PDA with respect to different 
" values. The delay requirement is 1500, and the network size 
is 500. Both RDA and PDA run much faster than DSA. PDA is 
slightly better than RDA.

C.  Comparing RDA and PDA With H_MCOP
We compare RDA and PDA with a fast heuristic algorithm 
H_MCOP [14], whose time complexity is the same as that of 
Dijkstra’s algorithm. H_MCOP does not solve the - approxi- 
mation of DCLC. Its goal is to use heuristics to greatly reduce 
the computation time. To construct a feasible path with low cost 
from a particular source node to a particular destination node, 
H_MCOP requires building a shortest-path tree from all nodes

Fig. 7 :  Compare RDA and PDA with H_MCOP.

The comparison of RDA/PDA and H_MCOP is made under two 
scenarios. The first scenario is to use them as on-line algorithms  
that  process  delay-constrained least-cost  unicast routing requests 
as they arrive. The results are shown in fig. 7. H_MCOP has 
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also a parameter called lambda for a different purpose, which 
is however insignificant when there is only one constraint (for 
delay). H_MCOP significantly outperforms RDA/PDA in average 
execution time, RDA/PDA are better in terms of average cost and 
success rate because they relax the delay requirement by a factor of  
. H_MCOP is a more efficient on-line algorithm than RDA/PDA.

Table 1 : Execution Time (Milliseconds) of Finding Delay-
Constrained Least-Cost Paths from A  Source  to  All   Destinations  
On Power-Law Topologies

In practice, on-line algorithms are not always desired. When the 
request arrival rate is high (major gateways may receive thousands 
or tens of thousands of requests every second), even the time 
complexity of Dijkstra’s algorithm (executed on a per- request 
basis) will overwhelm the router. One typical approach to solve 
this problem is to extend a link-state protocol (e.g., OSPF) and 
periodically pre-compute delay-constrained least- cost paths for 
all destinations. In this way, the computation load on a router is 
independent of the request arrival rate. Under such scenario, RDA/
PDA significantly outperforms H_MCOP by or- ders of magnitude 
when the number of nodes is large, as shown in Table I.
Therefore, H_MCOP is more suitable as an online algorithm, while 
RDA/PDA are more suitable to calculate DCLC paths from one 
source to all destinations so that a routing table for certain QoS 
service class can be established. In addition, RDA/PDA are the 
choice when a constrained multicast tree is calculated centrally.

VII.  Conclusion
In this paper, we proposed two techniques, randomized dis- 
cretization and path delay discretization, to design fast algo- rithms 
for computing constrained shortest paths. While the pre- vious 
approaches (RTF and RTC) build up the discretization error along 
a path, the new techniques either make the link errors to cancel 
out each other along the path or treat the path delay as a whole 
for discretization, which results in much smaller errors. The 
algorithms based on these techniques run much faster than the 
best existing algorithm that solves the approximation of DCLC.
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