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Abstract
Data mining is exploring of large quantities of data and analyses 
it into understandable patterns. In healthcare, many factors have 
motivated the use of data mining applications. Health data mining 
is a process of extracting previously unknown information from 
a large volume of health data. Main aim of health mining is to 
improve patients care. Health data mining has application such 
as fraud detection and abuse, decision management in customer 
relationship, best treatments and practices, better and modest 
health care services. Releasing patient specific medical reports 
may potentially reveal sensitive information of individual patients. 
Many previous privacy models and algorithms have been proposed 
but they cannot preserve the structure of mined data while, 
anonymizing. Here presents a new system to solve the problem 
of publishing medical report and proposed a solution to anonymize 
collection of medical reports. This method preserves the quality 
of medical reports especially for the purpose of cluster analysis. 
It also suggests a method for the extraction of information from 
the raw medical data.
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I. Introduction
Dataminig is an analytic process mainly designed for exploring 
data. It is analyzing the data and summarizing it into useful 
information. It is extracting unknown information from a large 
database. The wide range of applications of Datamining include 
business, marketing, healthcare, scientific field etc.

One of the important applications of Data mining is in the field of 
medicine. Health mining is extracting previously unknown and 
hidden data and from large medical database. It is increasingly 
popular nowadays. Huge amount of medical data is very complex 
and its processing is also very difficult by ordinary method. Health 
Data mining provides efficient techniques and methodology for 
the processing of medical data. It helps to develop better diagnosis 
and treatment. Health mining application includes treatment 
effectiveness, health care management, drug discovery, electronic 
health records, customer relationship management, fraud and 
abuse [2] with medical data.

Even though Health Datamining has this much of applications, 
it affects individuals’ privacy. Many organizations publish these 
medical data. The outside vendors and the insurance person can 
sell this data for various companies as commodity. Also the health 
data can be sold by the person who can access the cloud where this 
data is stored [1]. This may affect individuals privacy. Therefore 
preserving privacy is important.
To publish the medical data without affecting the privacy we need 
to anonymize the medical data. We have to anonymize the data 
before publishing. The fig. 1 shows the basic model for privacy.

 
Dataset Data Publishing Data Anonymization 

Fig. 1: Privacy Model

Main aim of this paper is to publish the medical data for various 
purposes without affecting individual privacy. In this paper we 
suggest a method for anonymizing individual’s information for 
the purpose of Datamining. Here we suggest a new method for 
information extraction from the electronic medical data such as 
Electronic Health data (EHR), Electronic Medical Record (EMR).
The cluster application of data mining is focused in this paper. 
The rest of this paper is composed as. In section II we review 
related works, section III gives problem statement, section IV 
gives the overview of the proposed system lastly section V result 
and discussion took after by conclusion in section VI.

II. Related Works
Releasing of medical data without influencing individual privacy, 
we need to anonymize the document .Here in our work we 
concentrate on the clustering of data. Therefore the major areas 
which related to our work are information extraction, clustering 
and privacy.

There are various method for extracting information from medical 
reports .one method is by using the machine learning methods 
[5, 7]. They need large data set and also the training set should 
be very large to perform the information extraction using the 
machine learning method [1]. Another method for the information 
extraction is based on the lexical method and pattern matching 
[10, 12,]. But it also needed many domain specific thesaurus for 
information extraction [1].

The privacy techniques related to our work are discussed as 
follow; Sweeney [3] proposed a new definition of privacy 
called k anonymity. It is an anonymity model which provides a 
framework for algorithm and systems which release information 
in such a way that the information after anonymization should 
be restricted. It protected the data which refers to the particular 
entity. It mainly avoids the linkage attack. Anonymity is achieved 
by using suppression and generalization. Generalization is replace 
the original value with a less specific vale, for ex. age 38 can be 
generalized as 30-40.Suppression is suppressing or hiding the 
corresponding value using *. By generalizing and suppressing of 
the individual’s information which needed to publish the joining 
attacks is prevented. The main drawback of this method is the 
degradation of information quality for high dimensional data and 
lack of protection against attribute disclosure. 

Machanavajjhala [4] proposed an extension of the k-anonymity 
model called l-diversity which is a group based anonymization 
which preserves privacy in data sets by reducing the granularity 
of a data representation. It does not require knowledge of sensitive 
and non sensitive attribute .The l-diversity model overcomes some 
of the disadvantages in the k-anonymity model. The protected 
identities of the k-level individuals are not equivalent to protecting 
the corresponding homogenous sensitive values that were 
generalized or suppressed. The l-diversity model helps for intra-
group diversity.The larger value of l protects more knowledge is 
needed for sensitive attribute. It has an instance level knowledge. A 
main disadvantage of this method is it cannot be used for multiple 
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sensitive attribute and cannot efficiently use the preserved data. 
The concept of utility is less achieved. The data quality is degraded 
when the data is high dimensional. 

Li [6] proposed another model for privacy called t-closeness. 
It is an improvement of k anonymity and l diversity. It mainly 
distributes the sensitive attribute in the equivalence class and 
this is close to distribution of attribute in the entire table [6]. 
Information gain in this method is limited only to individual 
specific information. It uses a method called Earth Mover Distance 
which considers the semantic closeness of attribute value. The 
Earth Mover distance metric compute the distance between the 
two distributions. t-closeness approach is more useful in the case 
of numeric attributes. It reveals that not all values of an attribute 
are equally sensitive. It focused on the advantage of anonymization 
instead of generalization. The t-closeness is calculated such that 
if the distance between the distributions of a sensitive attribute 
in this class and the distance in the whole table is no more than 
a threshold t. It provides more protection to sensitive attributes. 
But the EMD measure is not perfect and also the information 
gain is unclear. N Mohammed [8] introduces a new technique 
which is different from the above methods called LKC privacy. 
The usual approach to ensure privacy is to generalize the quasi 
identifier and also removing the explicit identifiers. In the case of 
high dimensional data, the data suppression affects the quality. To 
overcome this problem a new technique is developed called LKC 
Privacy technique [3]. It exploits the limited prior knowledge of 
the attacker: in real-life, it is difficult for an attacker to acquire all 
the information in QID of a target victim. Thus, we can assume 
that the adversary’s anterior knowledge is bounded by at most L 
values of the QID attributes of the victim. This LKC privacy model 
[1,8] guarantees that the probability of successfully identifying a 
medical document of a target patient based on qid values is at most 
1/K, and the probability of successfully identifying a sensitive 
value of a target patient from a medical document is at most C. 
L, K, and C, are user-specified thresholds. 

Divya [13] suggest various clustering techniques which can be 
used for health care application, which includes the k means 
algorithm, c means, hierarchical clustering algorithms, and density 
based clustering techniques.

III. Problem Statement
We need to extract the information from the medical reports like 
Electronic Health Record (EHR), Electronic Medical Record 
(EMR). In order to publish this data we have to anonymize the 
data according to the user needs. Here we are considering the 
clustering of medical data. So we need to perform the clustering 
in the anonymized.

Suppose a hospital want to publish the medical data to the public 
without affecting the person specific information. The data can be 
given to the third party without affecting the privacy. Publishing 
of person specific data may cause threat to individual privacy. 
There are many attacks which may cause for the identification of 
individual data from the large database [1].

Suppose an attacker aims to identify the patient’s specific medical 
document, the intruder is able to identify patient using two possible 
attacks [1, 8].

A. Identity Linkage
This occurs when the numbers of records are small; the attacker 
may able to identify the target patient’s document from group 
of document. For example attacker knows the details as<Male, 
Lawyer, 56> from the below table it can be easily identifiable.

Table 1: Linkage 
Id Age Gender Job Disease
1 56 Male Lawyer Cancer
2 30 Female Teacher Fever
3 45 Male Lawyer HIV
4 37 Female Mechanic accident

B. Attribute Linkage
This takes place when the attacker can infer the value of sensitive 
attribute with a higher confidence. For example attacker knows 
the data such as<male, lawyer> from the table 3.2 he can identify 
the person’s disease with a very high confidence.

Table 2: Attribute Linkage
Id Age Gender Job Disease
1 56 Male Lawyer Cancer
2 30 Female Teacher Fever
3 45 Male Lawyer HIV
4 37 Female Mechanic accident

To prevent the linkage attack every combination of the quasi 
identifier shared with other documents. This can be achieved by 
the LKC privacy technique.

IV. Proposed Solution
In the proposed system we are anonymizing the medical data 
without affecting the quality of medical data. The data can be used 
for the data mining purpose; here we are considering the clustering 
of data. The data is anonymized using LKC privacy technique. 
The concept of LKC-privacy [1, 6] is that every combination of 
QIDj (where j=1, 2…..n) in maximum length L in the data table 
T is shared by at least K records, and the confidence of inferring 
any sensitive values in S is not greater than C, where L, K, C 
are thresholds and S is a set of sensitive values specified by the 
data holder [9, 17]. Here L is the knowledge of attacker, K is the 
number of records in each QID and C is the confidence bound 
[1]. In LKC privacy the probability of identity linkage to be ≤1/K 
and the probability attribute linkage to be < C, provided that the 
attackers knowledge does not excel L [1]. Here we are using this 
LKC privacy technique for the purpose of privacy.

The main stages of the proposed system is shown in the Fig. 2.

 INFORMATION 
EXTRACTION 

CLUSTERING 

PRIVACY 

Fig. 2:
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A. Information Extraction
The medical data which is obtained from the hospitals are 
incomplete. The real data may contain lack of attribute value, 
noisy data, some error data, lack of essential data and inconsistent 
data. This may affect the data mining results. To advance the 
quality of the mining task the data should be preprocessed. It will 
improve the data efficiency and also help to get better result. This 
will make the mining task ease. Medical records data are in the 
form of text document or unstructured xml format. We need to 
extract the information from the medical report.

Information extraction is extracting the information which is 
essential. Medical reports contain patient’s personal information 
which is in an unstructured format. It includes patient’s personal 
information such as names, phone numbers, places, age and also 
details of diseases [3]. These person specific data can be called 
identifiers. They are classified as Explicit Identifiers, Quasi 
Identifiers and Sensitive information [1]. Explicit identifiers refer 
to any term that would lead to identify a patient, such as name, 
patient IDs etc. Sensitive information includes any information 
that a patient may not want to disclose, such as diseases and 
medication taken. Quasi identifiers [3] are any information related 
to person other than explicit identifiers such as age, phone number, 
job, location etc. 

In the case of Electronic Health Record, Electronic Medical Report 
these data can be used across different hospitals and also these 
data can be published to the outside world. So we need to infer 
each and every detail from the medical data. The information can 
be extracted in different ways such as pattern matching, lexicons 
and machine learning techniques which we discussed earlier [5, 
7]. Semantic lexicon and extraction rules can also be used for the 
information extraction [10, 12].

In our system we consider each and every part of the data. By 
using this we can easily identify the data which are under the 
same category. We converted the unorganized data into the useful 
data. The original data are in not in a structured format this can 
be seen in the fig. 3.

Fig. 3: Raw Data

Here we extracted the information from the raw data by the 
duplication of the header and also consider the repeated data. Thus 
we get each and every data which is useful. In order to convert 
the unstructured data into structured data we used the tagging so 
that they can be easily extracted from the whole data and can be 

used for the further processing. The fig 4 shows the organized 
data that we get from the unstructured one.

Fig. 4: Information Extraction

B. Clustering
Clustering is the grouping of object which is in the same class. The 
clustering is mainly based on the similarity. It is an unsupervised 
learning method. Here we consider that the custodian want 
to perform the cluster analysis. The cluster analysis has wide 
application in the field of medicine. The data can be used to predict 
the likelihood diseases, easily findout the similar symptoms. 
Doctors can be easily indentified a disease or medication for the 
patient on the basis of clustered result. It can be used for the 
medical decision making [1, 16].

In this research we are using the clustering techniques such as 
kmeans, c-means, agglomerative clustering, single linkage. We are 
applying the clustering method before the privacy and also after 
giving the privacy. We describe the uses of clustering algorithm 
in medical data also this can be used for the analysis of the quality 
of information after giving the privacy. Thus we can analyze the 
efficiency of the privacy technique.

C. Privacy
The privacy technique which we used here is LKC Privacy. The 
LKC privacy technique [8] can be used for the high dimensional 
data. It does not affect the linkage attacks[1].It is mainly based 
on the assumption that in the real world an intruder do not have 
a complete knowledge about the attributes. This is exploited in 
this technique. The L is the knowledge of the attacker, K is the 
no of attributes in the record and c is the confidence bound of the 
attacker. LKC privacy is mainly based on certain taxonomy.

In this research we are giving certain taxonomy in the record. Here 
we consider the data can be used inside and outside the hospitals 
so the user can identify the area which he need to anonymize. 
The data custodian (Hospital) can decide the attribute s which he 
does not want to publish [1]. He can preserve the person specific 
information which affects the patient privacy. The person specific 
information which is should be anonymized is given by HIPAA 
[14] so without violating is terms the data is anonymized based 
on the requirement.

V. Result and Discussion
The dataset used for the study purpose is the publically accessible 
dataset in i2b2 National Center for Biomedical Computing. The 
information is extracted from the data set. The dataset is first 
preprocessed and then it is converted to the text format in order 
to perform the information extraction. The extracted information 
is in a structured format. After the data is extracted the clustering 
are applied in the selected fields in the extracted information.
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Clustering technique used here are the kmeans, Cmeans, 
hierarchical agglomerative clustering, single linkage clustering. 
The best clusters are formed in the Hierarchical Clustering. The 
analyses of the different cluster formation are shown in the fig. 5. 
For analysis we use the silhouette index. The below fig. 5 shows 
the result of cluster analysis. The best clusters are obtained from 
the Hierarchical agglomerative clustering.

The cluster result can be used for the analysis of the privacy 
quality. The data quality or information quality always reduced 
after the privacy is given to the data.

Fig. 5: Clustering Algorithms

The data quality is reduced because of the original data is 
replaced by the anonymized value. In this system obtained a good 
information quality even after the anonymization. The information 
utility is calculated on the basis of clustering results. The Fig. 6 
shows the analysis of the privacy technique.

Fig. 6: Privacy 

From the above fig we can see the efficiency of the privacy 
technique. The above graph is plotted on the result of clustering 
analysis of original data analysis and the anonymized data. From 
this it is clear that the clustering is almost similar.

VI. Conclusion
A new method for preserving privacy in health data mining 
is proposed. The proposed system has mainly three stages-
Information extraction, Clustering and Privacy. Our system 
extracts the information from medical data. The data is completely 
extracted and the required data is obtained. The extracted data 
is clustered using different clustering algorithms. The data 
anonymized in order to ensure privacy. The clustering algorithms 
K-Means, Cmeans, Hierarchical clustering, and single linkage are 
used here. The anonymization is given using the LKC privacy. 
The anonymization process can be done according to custodian’s 

requirement. The challenge of this work is, only textual medical 
data can be extracted using this technique. We proposed a technique 
for the anonymization of medical data and the anonymization 
purpose can be done according to data requirement.
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