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Abstract
Developing better methods for finding root words is important for 
improving the processing of Indian languages. In this paper we 
discuss the language-dependent and independent approaches for 
Telugu, an Indian language. Automatic information processing 
and retrieval in local languages, is therefore becoming an urgent 
need in the Indian context. Moreover, since India is a multilingual 
country, Telugu is the third most spoken language in India and one 
of the fifteen most spoken languages in the world. It is the official 
language of the states of Telangana and Andhra Pradesh. There 
is an also a vast increase in Telugu languages text documents. 
Because of the complexity of Telugu language, we propose three 
methods for finding the root words for a given document. They 
are pseudo N-gramming is a language independent and other are 
vibhaktulu based stemming and suffix removal stemming ,which 
are  language dependent models. Rule based pseudo N-gramming 
is a hybrid model. In order to reap the benefits of more than 
one type of approach, we also consider the effectiveness of the 
combination of both types of approaches. We focus on Telugu 
document retrieval.
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I. Introduction
Researchers in Information Retrieval (IR) have demonstrated with 
a substantial variety of approaches to document retrieval for Indian 
languages. India is a rich country with 22 listed and 100 Non-
listed Languages. Indian country is a multilingual with more than 
700 speaking languages. However, most of the Indian languages 
have no script in order to recognize and write digitally.  Institutes 
like Central Institute of Indian Languages (CIIL), Technology 
Development in Indian Languages (TDIL), are working under 
the Ministry of Science and Technology, The govt. of India is 
encouraging to develop the user friendly software, search engines, 
digital libraries, etc., in local languages. The studies on Indian local 
languages all over the world are on the rising side, but particularly 
it is less for Telugu language.
Telugu is one of the old and traditional languages of India, and 
it is categorized as one of the Dravidian language family unit 
with its own high-class script. Telugu is the authorized language 
of the Andhra Pradesh (AP) and Telangana states in south India. 
Singhal Amit et al [10] surveyed that in India the Telugu native 
speakers are above 50 million. It was positioned between 13 to 
17 largest spoken languages all over the world. On Telugu IR 
most of the studies stated that the work is at the initial level [7]. 
Because of lagging of the resources for Telugu causes poor growth 
in IR and in its applications [4].Many researchers and linguists 
built Telugu retrieval system, but they didn’t followed unique/
benchmark test collection to compare the performance of Telugu 
IR systems. It has been observed that most of the experiments are 
being conducted to analyze the behavior of the Telugu language 
in retrieval process. The main reason is that, the Telugu is a rich 

morphological language that has high word conflation [2], where 
the word logic disambiguation can’t be, resolved easily [2]. From 
the web statistics, it is found that mostly used languages in India in 
the order of their usage are Telugu and Sanskrit. Padmaja Rani et 
al [8] proposed the search engine for Telugu documents retrieval, 
which is experimented using Syllable-N-gram model. In this 
approach a good transliteration system had been adopted, where 
the system considers the English keyword, and displays the result 
word in Telugu. Here authors have showed that the n-gram model 
with length-3 will enhance the search capacity. To get further better 
recall and accuracy, Kolikipogu Ramakrishna, and K Bhanuprakash 
et al [9] proposed the irregular key term look, for which, it uses the 
phrases to search in document collection. G Bharadwaja Kumar 
et.al [1][3] have generated almost 39 Million Telugu word text 
quantities, which is analyzed and developed by them. In 2006 
P.Prasad  et al [5-6] researched a cross verbal communication 
query based summarization scheme for Telugu - English language 
pair. In this paper, we investigate the effectiveness of language-
dependent and language-independent approaches to document 
retrieval. Language independent, approaches that do not depend 
on knowledge of the language at hand. The best known example 
of language-independent approaches are N-gramming and Pseudo 
N-gramming techniques. Where language dependent approaches 
are vibhaktulu based stemming, suffix removal stemming and rule 
based pseudo N-gramming. The paper is structured as follows:
Section II describe the language dependent, Independent 
approaches and  hybrid model, section III explains Testing and 
results and at the last, section IV conclusions is drawn.

II. Language Dependent and Independent Approaches
Our proposed approach can be divided into two parts is shown 
in the Fig. 1 The first part is pre-processing and tokenizes the 
document in order to identify the words and the second part is, 
to extract valid root words from a tokenized document using 
language dependent and independent models.
First a text document is read line by line from corpus and each 
line is pre-processed by elimination of non-Telugu characters, 
numerals and special characters like colons, semicolons and 
quotes. Then a pre-processed document is tokenized and extracts 
the raw words. Words in Telugu text are separated by spaces and 
are extracted with spaces as delimiter from the document and 
place all raw words in Input File.

Fig. 1: Proposed Approach
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Language dependent and independent model are takes raw words 
from Input File as input. Read one word at a time from file. Finally 
find the root word by applying various models like vibhaktulu 
based stemming, suffix removal stemming, N-gramming and 
Pseudo N-gramming. Then the accuracy of these models is 
calculated and compared.

A. Vibhaktulu Based Stemming
Dialect / Vibhaktulu based stemming is the process of finding the 
root word by removing the last one or more syllables / characters 
from the word, which are matched with Telugu vibhaktulu. It is 
a language dependent model. Telugu vibhaktulu are shown in 
Table 1.

Table 1: Telugu Vibhaktulu

Suffix removal stemming:
Suffix removal stemming is the language dependent model. It is 
a process of finding the root word from the word by removing 
the matched suffix with suffix list. 
The suffix list is shown Table 2. Maximum suffix length will be 
2(two) and minimum is one.

Table 2: Suffix List

C. N-gramming       
N-gramming is a language independent model. It is a sequence 
of characters or words extracted from a text. N-grams are divided 
into two categories: (1) character based and (2) word based. A 
character N-gram is a set of n consecutive characters extracted 
from a word. An n-gram of size 1 is referred to as a “unigram”; 
size 2 is a “bigram”, size 3 is a “trigram” and so on. The bi-grams 
formed in this way from the Telugu word  are , 

. The word  with 5 letters 
results in 6 bi-grams. The tri-grams are , 

.

D. Pseudo N-gramming
Pseudo N-gram is the process of finding the root word by stripping 
the word from the end. Stripping length will be varied based on 
word length. Maximum stripping length is 5 and minimum is 2, 
and then apply Pseudo N-gram algorithm for each word, which 
is shown in the Fig. 2. For each step, strip the word from end and 
check, if it is valid root or not. If it is valid root, then extract root, 
accept. If it is not a valid root, decrease the stripping length by 
one and check. This process is repeated until stripping length not 
equals to zero. It is also language independent model.

Fig. 2: Algorithm of Pseudo N-gramming

E. Hybrid Approach
This approach is combination both language independent and 
dependent models.  Pseudo N-gram is a base method for this 
processing to remove suffixes from words. The result of Pseudo 
N-gram of some words normally contains inflections. The 
inflections in the stem word cannot be removed using simple 
Pseudo N-gram. We have designed rule based Pseudo N-gram 
of some possible suffixes that frequently occur in the Telugu 
Language which are shown in Table 3. The rules are used to 
replace characters.

Table 3: Rules for  Rule based Pseudo N-gram
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III. Testing and Results
The experiments were performed  on Telugu Corpus by language 
dependent and independent model.This work has been implemented 
on sample selection of 1,550 documents. A sequenece of words 
from the input file was used in extracting valid root and the results 
are presented. Accuracy of each model is calculated and compared. 
Language independent models have more accuracy than dependent 
models. Hybrid model has more accuracy than dependent models 
and independent models shown in fig. 3.

Fig. 3: Accuracy of Language Models

IV. Conclusion
Hybrid model is also well suited for different complex Indian 
languages like Hindi, Malayalam and Kannada. Our proposed 
approach will minimize inflections of words; it will become easy 
for retrieving desired information. In this paper, accuracy of hybrid 
model is more than language dependent and independent models. 
In my knowledge, there is no such report of Extracting Telugu 
language valid root words using Hybrid model. The maximum 
accuracy observed is 98% for hybrid model. We propose to extend 
it for Telugu categorization.
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